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Objective:  Increasing energy efficiency of Cloud DCs by 
managing computing and cooling systems, while  satisfying 
user’s Service Level Agreements (SLA) requirements.

• Challenges
• Trade-offs between subsystems
• Multi-tenancy and Virtualisation
• Heterogenous workloads
• Non-linear characteristics of resources and workloads
• Stringent Service Level Agreements (SLAs)
• Complex non-linear dependencies

Learning-based resource management solutions can learn 
complex dependencies between DC resource and 
application parameters  and help to develop adaptive and 
energy  efficient methods in DCs.

• Cloud Data Centers (DCs) require energy for powering 
computing clusters and their cooling systems. 

• Remarkably, DCs account for one-fifth of the world's 
electrical consumption, surpassing the airline industry6.

Hypothesis4    

• Cloud computing 
• Allows businesses to 

outsource their IT facilities to 
third party providers

• Avoids expensive up-front 
investments of establishing 
their own infrastructure

• Computing as a utility service
• On-demand delivery
• Customers pay for what they 

use
• Virtualized resources

• A quantum leap in the sustainability DCs and ICT in general
• Significant reduction in energy & CO2 footprint of DCs.
• Produced open-source datasets and software systems.

Paradigm shift: from “time to solution” to “kW to solution”

1. Developed ML techniques for optimizing GPU frequencies, ensuring 
energy efficiency and deadline-compliant scheduling5.

2. Explored dynamic VM consolidation methods for energy savings and 
hotspot mitigation, maintaining SLA compliance2.

3. Created thermal prediction models for precise server temperature 
forecasts, introducing a scheduling algorithm to reduce data center 
peak temperatures1,4.

4. Designed tools for monitoring, data analysis, and ML model 
development1,5.
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